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Linear Regression

e Model Objective: Predict NBA Team’s Win Percentage
Based on Season Stats

e 6 Features - [3-Point %, 3-Point Attempts, Field Goal %,
Turnovers, Assists, Offensive Rebounds]

e Data - Season stats from the 2000s obtained from
NBA.com
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ClientUpdate(k, w): // Run on client k
B « (split Py, into batches of size B)
for each local epoch 7 from 1 to £ do

for batch b € B do
w < w — nVe(w;b)
return w to server




Results

e Average Percent Error
(MAPE): 29.36%

e Average Error (MAE):
11.387

e Average Error, Each Error
Squared (MSE): 185.29

e MSE Square Rooted
(RMSE): 13.6
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e Convergence at 600 Epoch

Epoch vs MSE Federated Learning Linear Regression Model



